
A SHORT TOUR OF HARMONIC ANALYSIS

BLAINE TALBUT

Abstract. We present a selection of introductory results from harmonic anal-

ysis, beginning with the fundamentals of harmonic analysis on the circle T and

the real line.
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1. Introduction

Our goal in this paper is to introduce the reader to some of the fundamental
techniques and results of harmonic analysis. We begin by introducing the Fourier
series of functions on the circle T. The most important property of the Fourier series
is that it converges in Lp norm back to the original function for 1 < p <∞; we will
show an equivalent result, that the Hilbert transform is bounded as an operator
from Lp(T) to Lp(T) for all such p. We then turn to the real-variable analogue
of the Fourier series, the Fourier transform. Using the Fourier transform and a
technique called Calderón-Zygmund decomposition, we will show that the real-
variable Hilbert transform and the class of its natural generalizations—namely, the
Calderón-Zygmund operators—are also bounded as operators from Lp(R) to Lp(R)
for 1 < p <∞. We will conclude with a proof of a somewhat weaker version of the
previous result which does not require the Fourier transform and which introduces
Cotlar’s lemma, an important result, which is of enduring usefulness in harmonic
analysis.

We assume familiarity with the basic results of functional analysis—in particular,
the theory of Hilbert spaces. We also assume familiarity with Lebesgue integral
and Lp spaces, including convolution and interpolation results. The first chapter of
Muscalu and Schlag [3] contains the background in convolution and interpolation
needed to read this paper, though it merely states the Marcinkiewicz and Riesz-
Thorin interpolation theorems; the proofs of these are contained in the classic
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textbook on Fourier analysis, Stein and Weiss [4]. All integrals that appear in this
paper are in the sense of Lebesgue.

2. Fourier Analysis on the Circle—Basic Results

Our goal in this section is to introduce the Fourier series, a technique for rep-
resenting general periodic functions as (usually infinite) sums of trigonometric
functions—the most fundamental periodic functions. Euler’s formula tells us that
we may equivalently consider sums over complex exponential functions, which al-
lows us to write many of our results in a much more elegant form. Consider the
space T = R/Z. Intuitively, T can be thought of as the unit interval [0, 1] with
the endpoints identified. Alternatively, it can be realized as the unit circle in C via
the homeomorphism t 7→ e2πit. The former picture makes clear that we can con-
sider any periodic function on R as a function on T, possibly with some horizontal
scaling.

Definition 2.1. Let f ∈ L1(T). We define the Fourier coefficients of f for all
n ∈ Z by

f̂(n) =

∫
T
f(x)e−2πinxdx.

Note that this integral is well-defined for all f ∈ L1(T). Since T is compact, we

have that Lp(T) ⊆ L1(T) for all 1 ≤ p ≤ ∞. Thus, f̂ is well-defined for f ∈ Lp(T),
1 ≤ p ≤ ∞.

We now state some basic properties of the Fourier coefficients.

Proposition 2.2. For all f, g ∈ L1(T) and all n ∈ Z, we have

(1) (f̂ + g)(n) = f̂(n) + ĝ(n).

(2) λ̂f(n) = λf̂(n).

(3) (f̂ ∗ g)(n) = f̂(n)ĝ(n).

(4) ( ̂f(·+ y))(n) = f̂(n)e−2πiny.

(5) If f is continuously differentiable, then f̂ ′(n) = (2πin)f̂(n).

(6) supn∈Z |f̂(n)| ≤ ‖f‖L1(T).

(7) (Riemann-Lebesgue lemma) lim|n|→∞ |f̂(n)| = 0.

The proof of these properties is left to the reader; we note, however, that (3) is
proved with Fubini’s theorem, (5) with integration by parts, and (7) by the density
of compactly supported C∞ functions in T.

Definition 2.3. Given f ∈ L1(T), we define the N th partial sum of the Fourier
series of f by

SNf(x) =

N∑
n=−N

f̂(n)e2πnx

for each N ∈ N. We associate formally with f the Fourier series defined by

Ff(x) = lim
N→∞

SNf(x)

wherever the above limit exists.
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It is not clear whether this limit exists in any sense or if its limit is f . However,
we will shortly see a reason to suspect this is the case for nice enough f .

First, note that we can write

SNf(x) =

N∑
n=−N

f̂(n)e2πinx

=

N∑
n=−N

∫
T
f(t)e2πin(x−t)dt

=

∫
T
f(t)

(
N∑

n=−N
e2πin(x−t)

)
dt.

If DN (x) =
∑N
n=−N e

2πnx, then the above gives us SNf(x) = (DN ∗ f)(x).

Definition 2.4. The N th Dirichlet kernel DN is defined by

DN (x) =

N∑
n=−N

e2πinx.

Proposition 2.5. For all N ∈ N and x ∈ T, we have that

DN (x) =
sin((2N + 1)πx)

sin(πx)
.

The precise derivation of the above is excluded for reasons of tedium; we merely
remark that it is based on the equality

sin(x) =
eix − e−ix

2i
.

The above proposition suggests the reason a function’s Fourier series might con-
verge to the original function: the Dirichlet kernel resembles an approximation to
the identity, growing without bound at the origin and decaying to 0 away from
it. If the Dirichlet kernel were an approximation to the identity, then the job of
showing that the Fourier series converges would be simple indeed; nearly every-
thing we would want to say about the Fourier series would follow from the basic
properties of an approximation to the identity. Unfortunately, this is not the case;
it is a consequence of the following theorem that the Dirichlet kernel cannot be an
approximation to the identity.

Theorem 2.6. For all N ∈ N and some constant C > 0 we have

‖DN‖L1(T) ≥ C logN.

Proof. We have the following inequality for all x ∈ [0, π2 ]:

|x|
2
≤ | sin(x)| ≤ |x|.
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Thus

‖DN‖L1(T) =

∫ 1
2

− 1
2

|sin ((2N + 1)πx)|
| sin(πx)|

dx

= 2

∫ 1
2

0

|sin ((2N + 1)πx)|
| sin(πx)|

dx

≥
∫ 1

2

0

|sin ((2N + 1)πx)|
|x|

dx.

Now, consider the intervals In =
(
n+1/4
2N+1 ,

n+3/4
2N+1

)
, n = 0, . . . , N − 1. Each In has

length 1
4N+2 , and we have |sin ((2N + 1)πx)| > 1

2 on each In. We therefore have∫ 1
2

0

|sin ((2N + 1)πx)|
|x|

dx ≥
N−1∑
n=0

∫
In

|sin ((2N + 1)πx)|
|x|

dx

=
1

2

N−1∑
n=0

∫
In

1

x
dx

=
1

2

N−1∑
n=0

2N + 1

(4N + 2)(n+ 1/4)

≥ C logN

for some C > 0. �

Despite this failure, if the Fourier series of a function is to converge to the original
function, we expect the Dirichlet kernel to exhibit some approximate identity–esque
behavior. We might therefore ask if the Dirichlet kernel can be “smoothed out” in
such a way as to produce an approximation to the identity. This “smoothing out”
is done by taking arithmetic means of the family {DN}N∈N.

Definition 2.7. We define the Fejér kernel FN by

FN =
1

N + 1

N∑
k=0

Dk.

We have the following identity for FN (x), analogous to that of Proposition 3.5:

Proposition 2.8. For all N ∈ N and all x ∈ T, we have that

FN (x) =
1

N + 1

(
sin ((2N + 1)πx)

sin(πx)

)2

.

Theorem 2.9. The sequence {FN}N∈N is an approximation to the identity.

Proof. It is clear from Definition 2.4 that
∫
TDN (x) dx = 1 for all N ∈ N; from

this it follows that
∫
T FN (x) dx = 1 for all N ∈ N. Since FN ≥ 0, it follows that

supN∈N ‖FN‖L1(T) = 1 < ∞. Finally, it follows from Proposition 2.8 that for any

neighborhood U of the origin we have
∫
T\U |FN (t)|dt→ 0 as N →∞. �

Definition 2.10. For N ∈ N the expressions

(f ∗ FN )(x) =
∑
|k|≤N

(
1− |k|

N

)
f̂(k)e2πikx
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are called the Fejér means of f .

For any set of complex coefficients {ak}|k|≤N , we call the function f defined by

f(x) =
∑N
k=−N ake

2πikx a trigonometric polynomial of degree N . The Fejér kernel
allows us to quite easily show the following fundamental and useful results:

Theorem 2.11. The set of trigonometric polynomials is dense in Lp(T) for 1 ≤
p <∞.

Proof. Let f ∈ Lp(T) for p as above. Note that f∗FN is a trigonometric polynomial.
Theorem 2.5 gives that f ∗ FN converges to f in Lp norm as N →∞. �

Theorem 2.12. Let f, g ∈ L1(T). If f̂(m) = ĝ(m) for all m ∈ Z, then f = g a.e.

Proof. If ̂(f − g)(m) = f̂(m) − ĝ(m) = 0 for all m ∈ Z, then (f − g) ∗ FN = 0 for
all N ∈ N. Theorem 2.5 therefore gives that

‖(f − g)− f ∗ FN‖L1(T) → 0

as N →∞. It follows that ‖f − g‖L1(T) = 0, so f = g a.e. �

The Fejér means are a key to unlocking a number of useful results about pointwise
convergence. Since the Fejér kernel is an approximation to the identity, we know
that the Fejér means of any continuous function f converge pointwise (in fact,
uniformly) to f . If the Fourier series of any continuous function converges pointwise,
then we know it converges to f , since any convergent sequence must converge to
the limit of its arithmetic means. Unfortunately, it is not the case that the Fourier
series of every continuous function converges pointwise, although we will not show
this here. We do, however, have the following encouraging result:

Theorem 2.13. Let f ∈ L1(T) satisfy∫
T

|f(x)− f(a)|
|x− a|

dx <∞

for some a ∈ T. Then F (f)(a) = f(a).

Proof. We may assume without loss of generality that a = 0 and f(a) = 0 (since
translation and addition of a constant do not change the convergence of the Fourier
series). Our problem then reduces to that of showing that (DN ∗ f)(0) vanishes as
N →∞. Note that we can write

(DN ∗ f)(0) =

∫ 1

0

f(x)
sin(−(2N + 1)πx)

sin(−πx)
dx

= Im(ĝ(2N + 1))

where

g(x) = − f(x)

sin(πx)
.

Note that we used that sine is even to simplify the expression in the first line. g

is clearly integrable over |x| > 1
2 , but, since | sin(πx)| ≥ π|x|

2 for |x| ≤ 1
2 , it follows

from the hypothesis that g is integrable over |x| ≤ 1
2 . The desired result therefore

follows from the Riemann-Lebesgue lemma (Proposition 2.2(7)). �
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Since many functions encountered in physical applications are Lipschitz con-
tinuous, this is a powerful result. Nevertheless, for many applications—and for
purely mathematical satisfaction—it is necessary to consider a more global form of
convergence.

3. Lp Convergence of the Fourier Series on the Circle

Our goal in this section is to answer the question: “For what p does the Fourier
series of a general Lp(T) function converge in Lp norm back to the original func-
tion?” It is trivial to observe that we cannot have p = ∞, since a uniformly
convergent series of continuous functions must converge to a continuous function,
and most L∞(T) functions are not continuous. We therefore pose the question:
“Does the Fourier series of a general C(T) function converge in L∞ norm back to
the original function?” We ask the reader to interpret all references to the Fourier
series of Lp(T) functions in the following section as referring to C(T) in the case of
p =∞.

Proposition 3.1. The set {φk}k∈Z with φk(x) = e2πikx is an orthonormal basis

for L2(T) with respect to the inner product 〈f |g〉 =
∫
T f(x)g(x)dx.

Proof. For k 6= `, we have

〈φk|φ`〉 =

∫
T
e2πi(k−`)xdx = 0.

This shows that {φk}k∈Z is an orthonormal set. Theorem 3.13 gives that, if f ∈
L1(T) satisfies f̂(m) = 〈f |φm〉 = 0 for all m ∈ Z, then f = 0 a.e. This completes
the proof. �

The theory of Hilbert spaces immediately yields the following corollary:

Corollary 3.2. Let f ∈ L2(T). We have that

(1) (Plancherel’s theorem)

‖f‖2L1(T) =
∑
m∈Z
|f̂(m)|2.

(2) ‖f − f ∗DN‖L2(T) → 0 as N →∞.

Thus, we have that the Fourier series converges in Lp for at least one p. How-
ever, our proof of this result relied on the unique structure of the L2 space and is
clearly not generalizable to the other Lp spaces. Rather than attempt to deal with
general Lp convergence directly, we will immediately consider a reformulation of
the problem.

Lemma 3.3. Let 1 ≤ p ≤ ∞. The following are equivalent:

(1) ‖SNf − f‖Lp(T) → 0 as n→∞ for all f ∈ Lp(T).
(2) supN∈N ‖SN‖Lp→Lp <∞.

If p =∞, we replace Lp(T) with C(T) above.

Proof. That (1) implies (2) is an immediate consequence of the uniform bounded-
ness principle. Conversely, note that (1) is clear if f is a trigonometric polynomial.
Therefore, if (2), then by density of the trigonometric polynomials (1) holds for all
f ∈ Lp(T). �
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The above lemma is often useful in its own right; indeed, it is a fundamental
result in any discussion of the Lp convergence of the Fourier transform. However, it
interests us here only as a stepping-stone to the next theorem, which is the desired
reformulation of the problem of Lp convergence.

Definition 3.4. Given f ∈ L1(T), we associate formally with f the Hilbert trans-
form of f given by

Hf(x) =
∑
n∈Z

sgn(n)f̂(n)e2πinx.

We furthermore associate with f the Riesz projection of f given by

P+f(x) =

∞∑
m=0

f̂(m)e2πimx.

Note that, in practice, we shall only have to consider the Hilbert transforms and
Riesz projections of trigonometric polynomials, for which both of the above expres-
sions are well-defined.

The following proposition will prove useful:

Proposition 3.5. The Hilbert transform is self-adjoint; that is, for any trigono-
metric polynomials f, g we have

〈Hf |g〉 =

∫ 1

0

Hf(x)g(x) dx =

∫ 1

0

f(x)Hg(x) dx = 〈f |Hg〉.

Proof. We have∫ 1

0

Hf(x)g(x) dx =

∫ 1

0

(∑
m∈Z

sgn(m)f̂(m)e2πimx

)
g(x) dx

=
∑
m∈Z

f̂(m) sgn(m)

∫ 1

0

g(x)e2πimx dx

=
∑
m∈Z

sgn(m)ĝ(m)

∫ 1

0

f(y)e2πimy dy

=

∫ 1

0

f(y)

(∑
m∈Z

sgn(m)ĝ(m)e2πimy

)
dy

=

∫ 1

0

f(y)Hg(y) dy.

Note that we can interchange integrals and sums freely because here all sums are
finite. �

It is worth mentioning that the Hilbert transform, as usually defined, instead
takes the form

Hf(x) =
∑
n∈Z
−i sgn(n)f̂(n)e2πinx.

However, as will shortly become clear, the main property of the Hilbert transform
that interests us is its boundedness, and clearly the boundedness of the operator
under one definition is equivalent to its boundedness under the other.

Theorem 3.6. Let 1 ≤ p ≤ ∞. The following are equivalent:
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(1) ‖SNf − f‖Lp(T) → 0 as N →∞ for all f ∈ Lp(T).
(2) There exists a constant Cp > 0 such that ‖Hf‖Lp(T) < Cp‖f‖Lp(T) for all

trigonometric polynomials f .

Again, for p =∞ we replace Lp(T) with C(T).

Proof. We begin by noting that P+f = 1
2 (f + Hf) + 1

2 f̂(0). Thus, bounded-
ness of the Hilbert transform is equivalent to boundedness of the Riesz projec-
tion. We also note that the Riesz projection is a bounded operator if and only if
supN∈N ‖SN,+‖Lp→Lp <∞, where

SN,+f(x) :=

N∑
m=0

f̂(m)e2πimx.

The proof of this result is similar to the proof of Lemma 5.5 and is omitted here;
we note, however, that the Riesz transform was defined only for trigonometric
polynomials, while SN,+ is defined for all Lp functions. Density of the trigonometric
functions in Lp(T) allows us to pass from one domain to the other in this way. It
now remains to show that

sup
N∈N
‖SN‖Lp→Lp <∞⇐⇒ sup

N∈N
‖SN,+‖Lp→Lp∞.

Note that

‖Snf‖Lp(T) =

∥∥∥∥∥
N∑

m=−N
f̂(m)e2πimx

∥∥∥∥∥
Lp(T)

=

∥∥∥∥∥e−2πiNx
2N∑
m=0

f̂(m−N)e2πimx

∥∥∥∥∥
Lp(T)

=
∥∥∥Sn,+ (e2πiN(·)f

)∥∥∥
Lp(T)

.

Since ‖f‖Lp(T) =
∥∥e2πiN(·)f

∥∥
Lp(T), this completes the proof. �

We have now reduced the problem of determining the Lp convergence of the
Fourier series to the problem of determining the Lp boundedness of the Hilbert
transform. It is then a consequence of the next theorem that the Fourier series
converges in Lp norm for all 1 < p <∞.

Theorem 3.7. For 1 < p < ∞, there exists a constant Cp > 0 such that, for all
trigonometric functions f , we have

‖Hf‖Lp(T ≤ Cp‖f‖Lp(T).

Proof. Our strategy is to first show that the theorem holds for even p. Once we have
established this case, interpolation allows us to extend our result to all 2 ≤ p <∞.
Then, duality allows us to extend our result to 1 < p < 2.
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Let f be a real-valued trigonometric polynomial of degree N with f̂(0) = 0.

Since f is real-valued, we have that f̂(−m) = f̂(m) for all m ∈ Z. Thus,

Hf(t) =
∑
m>0

f̂(m)e2πimt −
∑
m>0

f̂(−m)e−2πimt

= 2i Im

(∑
m>0

f̂(m)e2πimt

)
so that Hf is imaginary-valued.

Now, we can write

(f +Hf)(t) = 2

N∑
m=1

f̂(m)e2πimt

so that, for k ∈ N, we have∫ 1

0

(f(t) +Hf(t))2k dt =

∫ 1

0

(
2

N∑
m=1

f̂(m)e2πimt

)2k

dt

= 4k
∫ 1

0

2N∑
m=2

 min(N,m−1)∑
`=max(1,m−N)

f̂(`)f̂(m− `)

 e2πimt dt

= 4k
2N∑
m=2

 min(N,m−1)∑
`=max(1,m−N)

f̂(`)f̂(m− `)

∫ 1

0

e2πimt dt

= 0.

Expanding the 2kth power in the first expression above and taking real parts yields

k∑
j=0

(
2k

2j

)∫ 1

0

(Hf)(t)2k−2jf(t)2j dt = 0,

where we use that f is real-valued and Hf imaginary-valued. Thus, a simple
application of the triangle inequality yields

‖Hf‖2kL2k(T) ≤
k∑
j=0

(
2k

2j

)∫ 1

0

|(Hf)(t)|2k−2jf(t)2j dt

≤
k∑
j=1

(
2k

2j

)
‖Hf‖2kL2k(T)‖f‖

2k
L2k(T),

where we pass to the second line by applying Hölder’s inequality with exponents
2k

2k−2j and 2k
2j , respectively, to the jth term of the sum. If we let

Rf = ‖Hf‖L2k(T)/‖f‖L2k(T),

then we have

1 ≤
k∑
j=1

(
2k

2j

)
R−2jf .
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If we could find f such that Rf were arbitrarily large, then we could make the
right-hand side of the above arbitrarily small, obtaining a contradiction. Hence
there exists a constant A2k such that Rf ≤ A2k; that is,

‖Hf‖Lp(T) ≤ Ap‖f‖Lp(T), p = 2k.

We now remove some of the assumptions which we made on f in the beginning.

Suppose f̂(0) 6= 0. Note that the Hilbert transform of a constant is 0 and that

|f̂(0)| ≤ ‖f‖Lp(T). Thus,

‖Hf‖Lp(T) = ‖H(f − f̂(0))‖Lp(T)
≤ Ap‖f − f̂(0)‖Lp(T)
≤ 2Ap‖f‖Lp(T).

Now, suppose f is a general trigonometric polynomial (not necessarily real-valued).
We can write f = P+iQ, where P and Q are real-valued trigonometric polynomials.
We then obtain

‖Hf‖Lp(T) ≤ ‖HP‖Lp(T) + ‖HQ‖Lp(T)
≤ 2Ap(‖P‖Lp(T) + ‖Q‖Lp(T))
≤ 4Ap‖f‖Lp(T).

This proves the theorem for p = 2k.
Let 2 ≤ p < ∞. We can find some k ∈ N such that 2k ≤ p < 2(k + 1). The

Riesz-Thorin interpolation theorem and the above result therefore yields a constant
Cp > 0 such that

‖Hf‖Lp(T) ≤ Cp‖f‖Lp(T)
for all trigonometric functions f . Now, let 1 < p < 2, and p′ satisfy 1

p + 1
p′ = 1.

Since the Hilbert transform is self-adjoint, duality gives us that

‖Hf‖Lp(T) ≤ Cp′‖f‖Lp(T).

This completes the proof. �

It is worth remarking that the above proof, due to Salomon Bochner, is fairly
short relative to the classical proof of this result. The argument is nevertheless not
by any means simple, and relies upon both interpolation and duality arguments.
We will now show that the result of Theorem 3.7 cannot be improved; that is, the
Hilbert transform is unbounded in operator norm on L1(T) and C(T). The job of
showing this will be expedited significantly by the following proposition, which we
state without proof.

Proposition 3.8. For any f ∈ L1(T), we have

Hf(θ) = lim
ε→0

i

∫
|θ−ϕ|>ε

cot(π(θ − ϕ))f(ϕ) dϕ

almost everywhere.

Theorem 3.9. The Hilbert transform is unbounded in operator norm on L1(T)
and C(T).
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Proof. To prove the theorem, we take advantage of the fact that T can also be
written as the interval [− 1

2 ,
1
2 ], with the endpoints − 1

2 and 1
2 identified. When T is

defined this way, we have

Hf(θ) = lim
ε→0

i

∫
|ϕ|>ε

cot(πϕ)f(θ − ϕ) dϕ.

Clearly, we can ignore the coefficient i in the above expression. Now, since H
is given by convolution with the cotangent function, which is not integrable, one
would expect that the L1 norm of the Hilbert transform of an approximation to the
identity would be unbounded. Indeed, this is the case; consider fN = Nχ(− 1

N ,
1
N ).

Then we have

HfN (θ) = lim
ε→0

∫ θ+ 1
N

θ− 1
N

|ϕ|>ε

N cot(πϕ) dθ.

For any ε > 0 we can find Nε large enough that 1
Nε

< ε, which implies that, for all

|θ| > 2ε,

HfNε(θ) =

∫ θ+ 1
Nε

θ− 1
Nε

Nε cot(πϕ) dϕ

for all |θ| > 2ε. Hence

‖HfNε‖L1(T) =

∫ 1
2

− 1
2

|HfNε(θ)|dθ

≥
∫
|θ|>2ε

∣∣∣∣∣
∫ θ+ 1

Nε

θ− 1
Nε

Nε cot(πϕ) dϕ

∣∣∣∣∣ dθ

≥ 2

∫
θ>2ε

∫ θ+ 1
Nε

θ− 1
Nε

Nε cot

(
π

(
θ +

1

Nε

))
dϕdθ

= 4

∫
θ>2ε

cot

(
π

(
θ +

1

Nε

))
dθ.

The above expression tends to∞ as ε→ 0 (note that Nε →∞). Since ‖fN‖L1(T) =
1 for all N ∈ N, it follows that

‖H‖L1→L1 ≥ ‖HfNε‖L1(T) →∞

as ε→ 0. This suffices to show L1 unboundedness.
For the C(T) case, take functions gN ∈ C(T) such that gN (x) = 1 for all x > 1

N ,
gN (x) = 0 for all x ≤ 0, and ‖gN‖L∞(T) = 1 for all N ∈ N. We then have that:

‖HgN‖L∞(T) ≥ |HgN (0)|

=

∫ 1
2

1
N

cot(πϕ) dϕ

which clearly grows without bound as N →∞. This completes the proof. �

The failure of the Fourier series to converge in L1(T) and C(T) can also be proved
using only Lemma 3.3 and basic properties of the Dirichlet kernel—in particular,
Proposition 2.6. The reader who is uncomfortable with our use of the unjustified
Proposition 3.8 is encouraged to work out the details of the former approach. We
choose to use the Hilbert transform here so as to introduce the identity given in
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Proposition 3.8, which forms an important connection between our discussion in
this section and the real-variable results in Section 6.

4. The Fourier Transform on the Line

We now shift our attention from the circle T to the whole real line R, and hence
from periodic functions to general integrable functions. Instead of representing
functions in terms of a series of discrete terms, we shall in this setting endeavor to
represent a function as an integral over the continuum. Our goal in this section
is to quickly develop the fundamental results needed to render this representation
useful to our discussion in the next section of some important results in real-variable
harmonic analysis.

Definition 4.1. Let f ∈ L1(R). We define the Fourier transform of f by

f̂(ξ) =

∫
R
f(x)e−2πixξ dx.

The real-variable Fourier transform satisfies the following properties, analogous
to those of Proposition 2.2:

Proposition 4.2. For all f, g ∈ L1(R) and all ξ ∈ R, we have

(1) (f̂ + g)(ξ) = f̂(ξ) + ĝ(ξ).

(2) λ̂f(ξ) = λf̂(ξ).

(3) (f̂ ∗ g)(ξ) = f̂(ξ)ĝ(ξ).

(4) ( ̂f(·+ y))(ξ) = f̂(ξ)e−2πiξy.

(5) ̂(e2πi(·)yf)(ξ) = f̂(ξ − y).

(6) f̂(a(·)) = 1
a

̂f(a−1(·))
(7) If f is continuously differentiable, then (̂f ′)(ξ) = (2πiξ)f̂ .

(8) ‖f̂‖L∞(R) ≤ ‖f‖L1(R).

(9) (Riemann-Lebesgue lemma) lim|ξ|→∞ |f̂(ξ)| = 0.

Again, the proofs of these results are left to the reader. On the circle, it was
useful in many cases to restrict our attention to trigonometric polynomials, where
many results could be easily obtained, and then extend by density. On the line, we
have a space of similarly nice functions, which will prove to be a natural setting for
the theorems we wish to consider.

Definition 4.3. We say that f ∈ C∞(R) is a Schwarz function if

sup
x∈R
|x|m

∣∣∣f (n)(x)
∣∣∣ <∞

for all m,n ∈ N. We define the Schwarz space S(R) to be the space of all Schwarz
functions.

Intuitively speaking, the Schwarz space is the space of smooth functions that
decay with their derivatives faster than any polynomial at infinity. It is easy to see
that any smooth function with compact support is a Schwarz function. Since the
C∞c functions are dense in Lp(R) for all 1 ≤ p < ∞, it follows that the Schwarz
functions are as well.

We now prove Fourier inversion for Schwarz functions.
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Theorem 4.4 (Fourier inversion). Let f ∈ S(R). Then

f(x) =

∫
R
f̂(ξ)e2πixξ dξ

for all x ∈ R.

Proof. Our proof is based on the identity

̂(e−π(·)2)(ξ) = e−πξ
2

,

which can be shown using contour integration. It follows, by Proposition 4.2(5)
and (6), that

̂(e−π(ε(·))2)(ξ) =
1

ε
e−π(ξ/ε)

2

.

The dominated convergence theorem allows us to write∫
R
f̂(ξ)e2πixξ dξ = lim

ε→0

∫
R
f̂(ξ)e2πixξe−π(εξ)

2

dξ

= lim
ε→0

∫
R
e2πixξe−π|εξ|

2

∫
R
f(y)e−2πiξy dy dξ

= lim
ε→0

∫
R
f(y)

∫
R
e−π|εξ|

2

e−2πiξ(y−x) dξ dy

= lim
ε→0

1

ε

∫
R
f(y)e2πixye−π((y−x)/ε)

2

dy.

Since 1
ε e
−π((·)/ε) is an approximate identity as ε→ 0, we have that∫

R
f̂(ξ)e2πixξ dξ = f(x)

as desired. �

The second important result that we consider is the real-variable version of
Corollary 3.2(1), the Plancherel Theorem.

Theorem 4.5 (Plancherel Theorem). For any f ∈ L2(R) we have that

‖f‖L2(R) = ‖f̂‖L2(R)

Proof. By density, it suffices to show that the theorem holds for f ∈ S(R). For
such f we have

‖f̂‖L2(R) =

∫
R
f̂(ξ)f̂(ξ) dξ

=

∫
R
f(y)

∫
R
f̂(ξ)e−2πiξy dξ dy

=

∫
R
f(y)

∫
R

ˆ̄f(−ξ)e−2πiξy dξ dy

=

∫
R
f(y)f(y) dy

where we use Theorem 4.4 to pass to the last line. �
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5. Calderón-Zygmund Theory

Many of the most important techniques used in harmonic analysis involve “break-
ing up” functions into smaller pieces that are easier to study than the function as
a whole. The Fourier series on T is one such technique, as is the Fourier trans-
form on R if one allows for talk of infinitesimal “pieces.” We now consider another
fundamental such technique: the Calderón-Zygmund decomposition. Intuitively
speaking, the following theorem allows us to break a function up into two pieces,
one which is “good” (small) and one which is “bad” (large) but which latter piece
we can control in a useful way. In the following theorem, the “good” part is denoted
g and the “bad” part b.

Theorem 5.1 (Calderón-Zygmund decomposition). Let f ∈ L1(R) and λ > 0.
Then one can write f = g + b with |g| ≤ λ and

(5.2) b =
∑
Q∈B

χQf

where B = {Q} is a collection of disjoint intervals with the property that for each
Q one has

(5.3) λ <
1

|Q|

∫
Q

|f | ≤ 2λ.

Moreover,

(5.4)

∣∣∣∣∣∣
⋃
Q∈B

Q

∣∣∣∣∣∣ < 1

λ
‖f‖1.

Proof. For each m ∈ Z, let Dm be defined by

Dm = {2mlk, 2m(k + 1) : k ∈ Z}.
Note that, for Q ∈ Dm and Q′ ∈ Dm′ with m ≤ m′, we have either Q ∩Q′ = ∅ or
Q ⊆ Q′. Since f ∈ L1(R), we can pick an m0 large enough that

(5.5)
1

|Q|

∫
Q

|f | ≤ λ

for all Q ∈ Dm0
. Now, for each Q ∈ Dm0

consider the two elements of Dm0−1 given
by splitting Q down the middle. Let Q′ be one of these halves; if

1

|Q′|

∫
Q′
|f | > λ,

then we have

λ <
1

|Q′|

∫
Q′
|f | ≤ 2

|Q|

∫
Q

|f | ≤ 2λ

and so we include Q′ in B. Otherwise, Q′ satisfies 5.5 with Q′ replacing Q, and we
subdivide Q′ in just the same way that we subdivided Q. Continuing inductively,
we produce a disjoint collection of dyadic intervals B that satisfies 5.3 and 5.4. Let
G = R/

⋃
Q∈BQ. Then for x ∈ G we have that x is contained in the intersection of

a decreasing sequence of intervals Q satisfying 5.5. By the Lebesgue differentiation
theorem, |f(x)| ≤ λ for almost every such x. Disregarding the measure-zero set
(
⋃
BQ)

c
/G, the functions g := χGf and b :=

∑
Q∈B χQf satisfy the conclusion of

the theorem. �
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With the Calderón Zygmund decomposition in hand, we consider the real-variable
equivalent of the Hilbert transform we saw in Section 4.

Definition 5.6. Let f ∈ S(R). The Hilbert transform of f is given by

Hf(x) = lim
ε→0

∫
|y|>ε

f(x− y)

y
dx = lim

ε→0

∫
|x−y|>ε

f(y)

x− y
dx.

We call the kernel x 7→ 1
x , x 6= 0 the Hilbert kernel when speaking in the context

of the Hilbert transform.

Note the similarity between this definition and the formulation of the Hilbert

transform on the circle given in Proposition 3.8. Indeed, since |x|2 ≤ | sinx| ≤ |x|
and

√
2
2 ≤ | cosx| ≤ 1 for all |x| ≤ π

4 , we have that
√

2

2|x|
≤ | cotx| ≤ 2

|x|
for all such x. With this, the following proposition follows easily from our work in
Theorem 3.9.

Proposition 5.7. The real-variable Hilbert transform is unbounded in operator
norm in L1(R) and C(R).

It is natural to ask if we have the same boundedness conditions for the Hilbert
transform on the line as we obtained for the Hilbert transform on the circle; namely,
Lp boundedness for all 1 < p < ∞. We will tackle this question by immediately
considering a generalization of the Hilbert transform.

Definition 5.8. Let K : R/{0} → C satisfy, for some constant B,

(1) |K(x)| ≤ B
|x| for all x 6= 0,

(2)
∫
|x|>2|y| |K(x)−K(x− y)|dx ≤ B for all y 6= 0,

(3)
∫
r<|x|<sK(x) dx = 0 for all 0 < r < s <∞.

We call K satisfying the above a Calderón-Zygmund kernel. For a Calderón-
Zygmund kernel K we define a Calderón-Zygmund operator with kernel K by

Tf(x) = lim
ε→0

∫
|x−y|>ε

K(x− y)f(y) dy = lim
ε→0

∫
|y|>0

K(y)f(x− y) dy.

It is easy to verify that the Hilbert kernel is a Calderón-Zygmund kernel. Hence,
all results that we obtain for Calderón-Zygmund operators will also apply to the
Hilbert transform.

Our strategy for showing Lp boundedness of the Calderón-Zygmund operators
will be to show L2 boundedness and weak-L1 boundedness; interpolation and du-
ality will then suffice to prove Lp boundedness for all 1 < p < ∞. We begin with
L2 boundedness:

Theorem 5.9. Let K be as in Definition 5.8 and let T be the Calderón-Zygmund
operator with kernel K. Then there exists a constant C > 0 such that, for all
f ∈ S(R), we have ‖T‖L2(R) ≤ CB‖f‖L2(R).

Proof. In the proof below, let C > 0 be a constant that may vary from line to line.
Let 0 < r < s <∞ and define

Tr,sf(x) =

∫
r<|y|<s

K(y)f(x− y) dy,
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mr,s(ξ) =

∫
r<|x|<s

K(x)e−2πixξ dx.

Since mr,s is the Fourier transform of the kernel K(y)χr<|y|<s, it is easy to see (by
Plancherel’s theorem) that

‖Tr,s‖L2→L2 = ‖mr,s‖L∞(R)

Suppose that mr,s satisfies

(5.10) sup
r,s
‖mr,s‖L∞(R) ≤ CB.

Since

Tf(x) = lim
r→0,s→∞

Tr,sf(x)

for all x ∈ R/{0}, Fatou’s lemma implies that

‖Tf‖L2(R) ≤ CB‖f‖L2(T)

for all f ∈ S(R), as desired.
We now prove 5.10. To do so, we write

(5.11) mr,s(ξ) =

∫
r<|x|≤|ξ|−1

K(x)e−2πixξ dx+

∫
|ξ|−1<|x|<s

K(x)e−2πixξ dx.

Consider first the first integral in 5.11. We have∣∣∣∣∣
∫
r<|x|≤|ξ|−1

K(x)e−2πixξ dx

∣∣∣∣∣ =

∣∣∣∣∣
∫
r<|x|≤|ξ|−1

K(x)
(
e−2πixξ − 1

)
dx

∣∣∣∣∣
≤
∫
|x|≤|ξ|−1

2π|K(x)||x||ξ|dx

≤ 2π

∫
|x|≤|ξ|−1

B dx

= CB

for some C > 0. Note that we use condition (3) of Definition 5.8 in the first line
and condition (1) in the third, while we use the inequality |1 − e−z| < |z| to pass
to the second line. Now we consider the second integral in 5.11. Observe that∫

|ξ|−1<|x|<s
K(x)e−2πixξ dx = −

∫
|ξ|−1<|x|<s

K(x)e−2πi(x+
1
2ξ )ξ dx

= −
∫
|ξ|−1<|x− 1

2ξ |<s
K

(
x− 1

2ξ

)
e−2πixξ dx.

Hence

2

∫
|ξ|−1<|x|<s

K(x)e−2πixξ dx =

∫
|ξ|−1<|x|<s

(
K(x)−K

(
x− 1

2ξ

))
e−2πixξ dx+R

where

R =

∫
|ξ|−1<|x|<s

K

(
x− 1

2ξ

)
e−2πixξ dx−

∫
|ξ|−1<|x− 1

2ξ |<s
K

(
x− 1

2ξ

)
e−2πixξ dx.
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Now, we have∣∣∣∣∣
∫
|ξ|−1<|x|<s

(
K(x)−K

(
x− 1

2ξ

))
e−2πixξ dx

∣∣∣∣∣ ≤
∫
|ξ|−1<|x|

∣∣∣∣K(x)−K
(
x− 1

2ξ

)∣∣∣∣ dx

≤ B
by condition (2) of Definition 5.8. It remains only to bound |R|. It is clear from
the definition that R is given by the integral of K(x − 1/(2ξ))e−2πixξ over some
region A of measure no greater than 1/|ξ|. Moreover, for all x in this region we
have |x| ≥ 1

2|ξ| . Hence

|R| ≤
∫
A

∣∣∣∣K (x− 1

2ξ

)∣∣∣∣ dx

≤ CB
∫
A

|ξ|dx

≤ CB.
This completes the proof. �

We now turn to proving the weak-L1 boundedness of the Calderón-Zygmund
operators. Here we rely crucially upon the Calderón-Zygmund decomposition.

Theorem 5.12. Let K be as in Definition 5.8 and let T be the Calderón-Zygmund
operator with kernel K. Then there exists a constant C > 0 such that, for all
f ∈ S(R), we have ‖T‖L1∞(R) ≤ CB‖f‖L1(R).

Proof. As in the proof of Theorem 5.9, we allow C > 0 to be a constant that varies
from line to line. We may assume without loss of generality that B = 1 (otherwise
consider K ′ = K/B). Now let f ∈ S(R) and λ > 0 be arbitrary. Let f = b + g
be the Calderón-Zygmund decomposition of f with respect to λ and B = {Q} be
the relevant collection of cubes. We wish to modify g and b in such a way that the
average value of b on any cube Q ∈ B is 0. In particular, we consider the functions

g′ = g +
∑
Q∈B

χQ
|Q|

∫
Q

f,

b′ = b−
∑
Q∈B

χQ
|Q|

∫
Q

f =
∑
Q∈B

fQ

with

fQ = χQ

(
f − 1

|Q|

∫
Q

f

)
.

Our functions g′ and b′ satisfy the following:

f = g′ + b′, [‖g′‖L∞(R) ≤ 2λ,

‖b′‖L1(R) ≤ 2‖f‖L1(R), [‖g′‖L1(R) ≤ ‖f‖L1(R),∫
Q

b′ = 0.

Now, we have:

‖Tf‖L1,∞(R) =
∣∣{x ∈ R : |Tf(x)| > λ}

∣∣
≤
∣∣∣∣{x ∈ R : |Tg′(x)| > λ

2

}∣∣∣∣+

∣∣∣∣{x ∈ R : |Tb′(x)| > λ

2

}∣∣∣∣ .(5.13)
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As a bound for the first term in 5.13, we have:∣∣{x ∈ R : |Tg′(x)| > λ

2
}
∣∣ =

∫
|Tg′(x)|>λ

2

dx

≤ C

λ2

∫
R
|Tg′(x)|2 dx

=
C

λ2
‖Tg′‖2L2(R)

≤ C

λ2
‖g′‖2L2(R)

≤ C

λ2
‖g′‖L∞(R)‖g′‖L1(R)

≤ C

λ
‖f‖L1(R).

Note that we used Theorem 5.9 to pass to the fourth line above.
To bound the second term in 5.13, we first define, for each Q ∈ B, a cube Q∗

with the same center yQ as Q but with side length dilated by some factor D, to be
determined later. Then∣∣∣∣{x ∈ R : Tb′(x) >

λ

2

}∣∣∣∣ ≤
∣∣∣∣∣∣
⋃
Q∈B

Q∗

∣∣∣∣∣∣+

∣∣∣∣{x ∈ R/ ∪Q∗ : |Tb′(x)| > λ

2

}∣∣∣∣
≤ D

∑
Q∈B
|Q|+ 2

λ

∫
R/∪Q∗

|Tg′(x)|dx

≤ C

λ
‖f‖L1(R) +

C

λ

∑
Q∈B

∫
R/Q∗

|TfQ(x)|dx.

Because b′ has mean value 0, we can write

TfQ(x) =

∫
Q
K(x− y)fQ(x) dy

=

∫
Q

(K(x− y)−K(x− yQ)) fQ(x) dy

We can choose D large enough that |x− yQ| > 2|y − yQ| for all x ∈ R \Q∗ and all
y ∈ Q. For such D and any Q ∈ B, we obtain∫

R\Q∗
|TfQ(x)|dx ≤

∫
R\Q∗

∫
Q

|K(x− y)−K(x− yQ)‖fQ(y)|dy dx

=

∫
Q

|fQ(y)|
∫
R/Q∗

|K(x− y)−K(x− yQ)|dxdy

≤
∫
Q

|fQ(y)|dy

≤ 2

∫
Q

|f(y)|dy.

To pass to the third line, we use condition (2) of Definition 5.8. Hence

2

λ

∑
Q∈B

∫
R\Q∗

|TfQ(x)|dx ≤ C

λ
‖f‖L1(R).



A SHORT TOUR OF HARMONIC ANALYSIS 19

This completes the proof. �

A few remarks are in order, here. Note that, aside from the invocation of L2-
boundedness, we only used condition (2) of Definition 5.8 in the above proof. It
follows that both the above theorem and Theorem 5.15, below, apply to all L2-
bounded linear operators given by a kernel which satisfies condition (2) of Definition
5.8. Because of its importance, this condition is called the Hörmander condition.
Although it might appear awkward or unintuitive on its own, the following propo-
sition gives a simple necessary condition for the Hörmander condition to hold.

Proposition 5.14. Let K : R \ {0} → C satisfy | ddxK(x)| ≤ C|x|−2 for all x 6= 0
and some C > 0. Then K satisfies the Hörmander condition.

Proof. This follows immediately from the mean value theorem. �

We are now within easy reach of the result we set out to prove.

Theorem 5.15. Let T be the Calderón-Zygmund operator given by a kernel K.
Then for every 1 < p <∞ one can extend T to a bounded operator on Lp(R) with
the bound ‖T‖Lp→Lp ≤ CB with B as in Definition 5.8 and for some C > 0.

Proof. By Theorems 5.9 and 5.12 and the density of the Schwarz functions in Lp(R),
we have ‖T‖L2→L2 ≤ CB and ‖T‖L1→L1,∞ ≤ CB. By the Marcinkiewicz interpo-
lation theorem, we obtain the result for 1 < p ≤ 2. Now, note that the adjoint of
T satisfies

T ∗f(x) = lim
ε→0

∫
|x−y|>ε

K(−x)g(y) dy.

Since K(−x) is a Calderón-Zygmund kernel, by duality, we obtain the result for
2 < p <∞. �

Note that the result above cannot be improved; indeed, we already have a familiar
example of a Calderón-Zygmund operator that fails the above theorem for p = 1,∞;
namely, the Hilbert transform.

To prove Theorem 5.9, we ”cut up” the function on which the Calderón-Zygmund
operator acts by taking its Fourier transform. An alternative method (used else-
where in harmonic analysis) is to ”cut up” the operator itself. To develop this
method we turn to the notion of almost orthogonality.

Definition 5.16. Let H be a Hilbert space and let {Tj}j∈N be a family of linear
operators on H. We say that the family {Tj}j∈N is almost orthogonal if there exists
a nonnegative function λ : Z→ R+ such that∑

k∈Z
λ(k) <∞

which satisfies

‖TjT ∗k ‖ ≤ λ2(j − k), ‖T ∗j Tk‖ ≤ λ2(j − k)

for all j, k ∈ N.

Note that this is a generalization of the notion of orthogonality; a family of
strictly orthogonal operators {Tj}j∈N would satisfy the above with λ = 0. We can
now prove the following theorem, which is the crucial tool that we wish to introduce
here.
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Theorem 5.17 (Cotlar’s lemma). Let H be a Hilbert space and {Tj}I be a finite
family of almost orthogonal linear operators on H, with λ as in Definition 5.16. If
we let

M =
∑
k∈Z

λ(k)

then ∥∥∥∥∑
j∈I

Tj

∥∥∥∥ ≤M.

Proof. Let n ∈ N. Since T ∗T is a self-adjoint linear operator, if it is bounded, then
the spectral theorem gives us that

‖(T ∗T )n‖ = ‖T ∗T‖n = ‖T‖2n.
We therefore endeavor to bound ‖(T ∗T )n‖. We write

(T ∗T )n =
∑

j1,...,jn∈I
k1,...,kn∈I

n∏
i=1

T ∗jiTki .

Observe that ∥∥∥∥∥
n∏
i=1

T ∗jiTki

∥∥∥∥∥ ≤
n∏
i=1

‖T ∗ji‖‖|Tki‖,∥∥∥∥∥
n∏
i=1

T ∗jiTki

∥∥∥∥∥ ≤ ‖T ∗j1‖‖Tkn‖
n−1∏
i=1

‖T ∗ji+1
Tki‖.

Taking the geometric mean of the two bounds above yields∥∥∥∥∥
n∏
i=1

T ∗jiTki

∥∥∥∥∥ ≤√‖T ∗j1Tkn‖
n∏
i=1

√
‖T ∗jiTki‖

n−1∏
i=1

√
‖T ∗ji+1

Tki‖

We can now write

‖(T ∗T )n‖ ≤
∑

j1,...,jn∈I
k1,...,kn∈I

√
‖T ∗j1Tkn‖

n∏
i=1

√
‖T ∗jiTki‖

n−1∏
i=1

√
‖T ∗ji+1

Tki‖

≤
∑

j1,...,jn∈I
k1,...,kn∈I

B
∏

i,`=1,...,n

λ(ji − k`)

≤ NBA2n−1

for B = supj∈I ‖Tj‖ ≤ A <∞. We now have

‖T‖ ≤ (NBA2n−1)1/(2n)

for all n ∈ N. Letting n tend to infinity yields the desired result. �

The applications of Cotlar’s lemma are many and varied. We will explore only
one such application here: namely, the promised proof of the L2-boundedness of
the Calderón-Zygmund operators. Actually, we will prove this for the smaller class
of operators whose kernels additionally satisfy the hypothesis of Proposition 5.14.
While this is a weakening of Theorem 5.9, many of the most important Calderón-
Zygmund kernels do indeed satisfy the hypothesis of Proposition 5.14, including
the Hilbert kernel.
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Theorem 5.18. Let K be a Calderón-Zygmund kernel with the additional assump-
tion that

∣∣ d
dxK(x)

∣∣ ≤ B|x|−1 with B as in Definition 5.8, and let T be the associated
Calderón-Zygmund operator. Then

‖T‖L2→L2 ≤ CB

for some constant C > 0.

To prove Theorem 5.18, we will need the following partition of unity :

Proposition 5.19. There exists a nonnegative function ψ ∈ C∞(R) with compact
support and that vanishes at 0 such that∑

k∈Z
ψ(2−kx) = 1

for all x 6= 0. Moreover, at most two terms of the above sum are nonzero.

Proof. Let φ ∈ C∞(R \ {0}) satisfy φ(x) = 1 for all |x| ≤ 1 and φ(x) = 0 for all
|x| ≥ 2. The function ψ : ψ(x) = φ(x)− φ(2x) satisfies the above proposition. �

We now prove Theorem 5.18.

Proof of Theorem 5.18. As usual, let C > 0 be a constant that may vary from line
to line. As in the proof of Theorem 5.12, we may assume B = 1. Let ψ be as in
Proposition 5.19 and define, for j ∈ Z

Kj(x) = K(x)ψ(2−jx),

Tjf(x) =

∫
R
Kj(x− y)f(y) dy.

We note that, due to the smoothness of ψ, for all j ∈ Z we have

(5.20)

∫
R
Kj(x) dx = 0,∫

R
|Kj(x)|dx ≤ C.

so that Tj is absolutely convergent for any compactly supported f ∈ L1(R). Since
such functions are dense in L2(R), it is no problem to restrict our attention to these.
Since ψ is a partition of unity, we have that

∑
|j|≤N Tj → T pointwise. We note

the following easily verified bounds:∥∥∥∥ d

dx
Kj

∥∥∥∥
L∞(R)

≤ C2−2j ,

∫
R
|x||Kj(x)|dx ≤ C2−j .

If K̃j(x) = Kj(−x), then, for j, k ∈ Z

(T ∗j Tk)(x) =

∫
R

(
K̃j ∗Kk

)
(y)f(x− y) dy,

Young’s inequality therefore yields

‖T ∗j Tk‖L2→L2 ≤
∥∥∥K̃j ∗Kk

∥∥∥
L1(R)

.
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Likewise, we have that

‖TjT ∗k ‖L2→L2 ≤
∥∥∥Kj ∗ K̃k

∥∥∥
L1(R)

.

Assume without loss of generality that j ≥ k. Then, by 5.20, we have∣∣∣(K̃j ∗Kk

)
(x)
∣∣∣ =

∣∣∣∣∫
R
Kj(y − x)Kk(y) dy

∣∣∣∣
=

∣∣∣∣∫
R

(
Kj(y − x)−Kj(−x)

)
Kk(y) dy

∣∣∣∣
≤
∫
R

∥∥∥∥ d

dx
Kj

∥∥∥∥
L∞(R)

|y||Kk(y)|dy

≤ C2k−2j .

Since K̃j ∗Kk is supported in |x| ≤ C2j , we have that∥∥∥K̃j ∗Kk

∥∥∥
L1(R)

≤ C2−|j−k|.

Applying Cotlar’s lemma with λ(k) = C2−
1
2 |k| yields∥∥∥∥ ∑

|k|≤N

Tk

∥∥∥∥
L2→L2

≤ C

for a constant C > 0 not dependent on N . Fatou’s lemma therefore yields the
desired result. �
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