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BEST APPROXIMATION BY RIDGE FUNCTIONS IN Lp-SPACES

V. E. Maiorov UDC 517.5

We study the approximation of the classes of functions by the manifold Rn formed by all possible linear
combinations of n ridge functions of the form r.a � x//: It is proved that, for any 1 � q � p � 1; the
deviation of the Sobolev class W r

p from the set Rn of ridge functions in the space Lq.Bd / satisfies the
sharp order n�r=.d�1/:

1. Introduction

In the present work, we continue the investigation of approximation of multivariate functions by classes formed
by linear combinations of ridge functions started in [9, 10, 11, 5]. Ridge functions are defined as functions on Rd

of the form r.a � x/ with parameters a 2 Rd and r WR ! R; and a � x is the ordinary inner product. Let
Lq D Lp.B

d /; 1 � q � 1; be a Banach space of all q-integrable functions on the unit ball Bd D fjxj � 1g;
where jxj2 D x21 C : : :C x

2
d
; with the norm

kf kq D

0B@ Z
Bd

jf .x/jq dx

1CA
1=q

:

Let A be a set on the unit sphere Sd�1 D fjxj D 1g in Rd : We introduce the set of ridge functions

R.A/ D
¸
ra WD r.a � x/W r 2 L2;loc.R/; a 2 A

¹
;

where r runs over the class L2;loc.R/ of square integrable functions on all compact subsets of R and a runs over
A: Denote R D R.Sd�1/: Let n be a natural number. Consider a class of functions

Rn D RC : : :CR;

formed by all possible linear combinations of n functions from the set R:
Approximation by ridge functions has been studied by several authors. In [26] and [6], necessary and sufficient

conditions are established for the closure of the set R.A/ on a set A to coincide with the space of continuous
functions. In addition, Lin and Pinkus [7] proved that, for any fixed n; the set Rn is not dense in the spaces of
continuous functions on compact sets. The approximation properties of ridge manifolds were studied by Barron
[1], DeVore, Oskolkov, and Petrushev [2], Maiorov [9], Maiorov and Meir [12]. Makovoz [14], Mhaskar and
Micchelli [16], Mhaskar [15], Oskolkov [17], Petrushev [18], Pinkus [19], and Temlyakov [21]. In [5], Gordon,

Technion, Haifa, Israel.
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Maiorov, Meyer, and Reisner considered the results about the best approximation by ridge functions in the Banach
space Lp .

In the present work, we study the problems of the best approximation of multivariate functions from the
Sobolev classes W r

p by the class Rn in the space Lq; where the parameters p and q satisfy the inequalities
1 � q � p � 1: Earlier, the asymptotic estimates of approximation by Rn were studied in [5, 9] but only for
2 � q � p � 1:

Let � D .�1; : : : ; �d / be a multiindex vector, i.e., � is a vector with nonnegative integer coordinates and
j�j D �1 C : : :C �d : We introduce a differential operator D� D @j�j=@�1x1 : : : @

�dxd :

Let r be any natural number. In the space Lp D Lp.Bd /; we consider the Sobolev class of functions [23]

W r
p WD

8<:f W kf kW r
p
WD kf kp C

X
j�jDr

kD�f kp � 1

9=;:
For subsets W; V � Lq; we define the deviation of W from V as follows:

e.W; V /q D sup
f 2W

e.f; V /q;

where e.f; V /q D inf
v2V
kf � vkq:

Theorem 1. Let d � 2; r > 0; and 1 � p � q � 1 be arbitrary numbers. Then the following asymptotic
inequality holds for the deviation of the Sobolev class W r

p from the class Rn W

e.W r
p ; Rn/q � n

�r=.d�1/:

We now present a brief description of the proof of Theorem 1. In order to obtain the lower bound in Theorem
1, we construct, for any n , a function f 2 W r

p depending on n such that the distance of f from the class Rn
is greater than cn�r=.d�1/: The construction of the function f is realized in the following way: In Section 2, we
introduce an orthonormal system

¶
Pk.x/

·1
kD1

of polynomials on the ball Bd and study the Fourier coefficients
hra; Pki of the ridge function r.a � x/ with respect to the system

¶
Pk.x/

·
: In particular, we show that the co-

efficients allow the separation of variables r and a (see [13, 9, 10]), namely, the identity hra; Pki D u.a/v.r/;

where u is a function of a and v is a linear functional of r; holds for any k . In Section 3, we estimate the
Vapnik–Chervonenkis dimension of the projection PrsRn of the class of ridge functions Rn onto the polynomial
space Pds : In Section 4, we prove Theorem 1 by using the results of Sections 2 and 3. In the Appendix, we present
the well-known results from the theory of orthogonal polynomials on the segment and from the theory of harmonic
analysis on the sphere used in the proof of Theorem 1.

In what follows, by c; c0; c0; c1; : : : ; etc. we denote positive constants independent of the parameter n which
may depend only on r; d; p; or q: For two positive sequences fang and fbng; n D 0; 1; : : : ; we write an � bn
if there exist positive constants c1 and c2 such that c1 � an=bn � c2 for all n D 0; 1; : : : :

2. Projection of Rn onto the Polynomial Space

In the present section, we construct special orthonormal systems of polynomials on the unit ball Bd : The
orthogonal systems of polynomials on the ball play an important role in the problems of approximation of mul-
tivariable functions by the manifolds of linear combinations of ridge functions (plane waves) (see [2, 18, 9, 10]).
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In [2, 18], these methods were developed for the construction of orthogonal projections on polynomial subspaces
and approximation by ridge functions. The system of Gegenbauer orthogonal polynomials is the main tool used
for the construction of orthogonal systems of polynomials on the ball [8]. Note that, in a special case d D 2; the
Gegenbauer polynomials coincide with the Chebyshev polynomials of second kind.

In the present work, the system of orthogonal polynomials on the unit ball is obtained, in a certain sense, by the
convolution of two orthogonal systems. These are the system of Gegenbauer polynomials on the segment Œ�1; 1�
and the system of spherical harmonics on the unit sphere Sd�1: We now describe this construction.

Let L2.Sd�1/ be the Hilbert space formed by all complex-valued square-integrable functions h.�/ on the
sphere Sd�1 with inner product

.h1; h2/ D

Z
Sd�1

h1.�/ Nh2.�/d�; h1; h2 2 L2.S
d�1/;

where d� denotes the normalized Lebesgue measure on the sphere Sd�1:
In the space L2.Sd�1/; we consider (see the Appendix) a subspace H of the restrictions of harmonic functions

defined on Rd to Sd�1: Let Hs be the subspace of H generated by all spherical harmonics of degree at most s;
i.e., all harmonic polynomials of degree at most s: Let Hhom

s be the subspace of Hs formed by all homogeneous
spherical harmonics of degree s: The functions fhskgk2Ks (see Appendix) generate a basis in the space Hhom

s :

The space Hs D Hhom
0 ˚ Hhom

1 ˚ : : : ˚ Hhom
s is the direct sum of orthogonal subspaces of the spherical

harmonics of degrees 0; 1; : : : ; s: Denote by Ns the dimension of the space Hs: We have Ns � sd�1: Indeed, by
using the relation dim Hhom

s � sd�2 (see (A.2)) we obtain

Ns D dim Hs D dim Hhom
0 C dim Hhom

1 C : : :C dim Hhom
s � sd�1:

In the space H; we introduce a family of functions B.Sd�1/ WD fhig1iD0 formed (see (A.2)) by all ordered
spherical harmonics, i.e., the functions

1[
sD0

fhs;kgk2Ks ;

where Ks is defined in the Appendix. The set B.Sd�1/ is an orthonormal basis in the space H; i.e., for the
subscripts i ¤ i 0; we have .hi ; hi 0/ D ıi i 0 ; where ıi i 0 D 0 for i ¤ i 0; and ıi i D 1:

We now consider (see the Appendix) the Gegenbauer polynomials C d=2n .t/; t 2 R; of degree n associated
with d=2: Every polynomial C d=2n is normed by a factor, i.e., we set

un.t/ D v
�1=2
n C d=2n .t/; vn D

�1=2.d/n� ..d C 1/=2/

.nC d=2/nŠ�.d=2/
;

where .a/0 D 1; and .a/n D a.aC 1/ : : : .aC n � 1/:
Let i and j be any two indices from ZC: In Rd ; we construct a function

Pij .x/ D �j

Z
Sd�1

hi .�/uj .x � �/d�; �j D

�
.j C 1/d�1

2.2�/d�1

�1=2
: (1)
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It follows from (1) that, for any i; j 2 ZC the function Pij is a polynomial on Rd of degree j: Note that if the
indices i and j are such that the degrees of the polynomials hi and uj satisfy the inequality deg hi > deguj D j;
then Pij .x/ � 0 (see (A.8)). Assume that the set I consists of the couples of nonnegative integers .i; j / such that
deg hi � j and the numbers deg hi and j have the same parity. Let Is be a subset of I formed by the couples
.i; j / with deg hi � j � s: We construct a system of polynomials

… WD ….Bd / WD
¶
Pij

·
.i;j /2I

(2)

and consider a finite subsystem …s D fPij g.i;j /2Is
of the system … formed by the polynomials of degree at

most s:

Lemma 1 (see [10]).

(a) The set of polynomials …s forms an orthonormal basis in the space of polynomials Pds :

(b) The set of polynomials ….Bd / is a complete orthonormal system of functions in the space L2.Bd /:

Let a 2 Sd�1 be an arbitrary vector and let A be an orthogonal matrix such that a D Ae; where e D
.1; 0; : : : ; 0/: Also let A� be the matrix adjoint to A: We denote a� D A�e:

Lemma 2. Let ra D r.a � x/ be an arbitrary ridge function from the class R: Then any Fourier coefficient
of the function ra with respect to the orthonormal system …s D fPij g admits separation of the variables a and
r; i.e., can be represented in the form

hra; Pij i D hi .a
�/ Orj ;

where

Orj D

Z
I

r.t/uj .t/wd=2.t/ dt

is the jth Fourier–Gegenbauer coefficient of the function r:

Proof. In view of the invariance of the measures dx and d� under rotations in Rd and Sd ; we conclude thatZ
Bd

r.a � x/Pij .x/ dx D �j

Z
Bd

r.a � x/ dx

Z
Sd�1

hi .�/uj .� � x/ d�

D �j

Z
Bd

r.e � x/ dx

Z
Sd�1

hi .A
��/uj .� � x/ d�

D �j

Z
Sd�1

hi .A
��/ d�

Z
Bd

r.e � x/uj .� � x/ dx:

Further, we decompose the function r in the Fourier–Gegenbauer serious

r.t/ D

1X
kD0

Orkuk.t/
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in the space L2.I; w/: By using properties (A.2) and (A.3) established in the Appendix, we find

Z
Bd

r.e � x/uj .� � x/ dx D

1X
kD0

Ork

Z
Bd

uk.e � x/uj .� � x/ dx

D Orj

Z
Bd

uj .e � x/uj .� � x/ dx D Orj
uj .e � �/

uj .1/
:

It follows from property (A.4) that

�j

Z
Sd�1

hi .A
��/ d�

Z
Bd

r.e � x/uj .� � x/ d� D
�j Orj

uj .1/

Z
Sd

hi .A
��/uj .e � �/ dx D Orjhi .A

�e/:

The lemma is proved.

By m D dimPds we denote the dimension of the space Pds : Let r.x/ D
Xn

kD1
rk.ak � x/ be any function

from the class of ridge functions Rn: Consider the projection of the function r onto the space Pds

Prsr.x/ WD
X

Pij2…s

hr; Pij iPij .x/: (3)

According to Lemma 2, we can write

Prsr.x/ D

nX
kD1

X
Pij2…s

hi .a
�
k/ OrkjPij .x/; (4)

where Orkj is the j th Fourier–Gegenbauer coefficient of the function gk :

3. Vapnik–Chervonenkis Dimension of the Class PrsRn

We now recall the notion of Vapnik–Chervonenkis dimension (for details, see [24]). Consider a function
sgn a D 1 for a � 0 and sgn a D �1 for a < 0: For a vector h D .h1; : : : ; hn/ in Rn; by sgnh we denote the
vector .sgn h1; : : : ; sgn hn/: Let H D fhg be a set of real-valued functions defined on Rd : By sgnH we denote
the set of all vectors fsgn hg; h 2 H:

Definition. The Vapnik–Chervonenkis dimension dimVC H of a set of functions H D fhg is defined as the
maximum natural number m for which there exists a collection f�1; : : : ; �mg in Rd such that the cardinality of
the set of “sgn” vectors

S D f.sgn h.�1/; : : : ; sgn h.�m//W h 2 H g

is equal to 2m: Thus, the set S coincides with the set of all vertices of the unit cube in the space Rm:
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Let f�1; : : : ; �mg be any collection of points in Rd : Consider a set of vectors in Rd

…m;s;n D
¸
.P.�1 C t /; : : : ; P.�m C t //W P 2 PrsRn; t 2 Rd

¹
:

It is necessary to estimate the cardinality jsgn…m;s;nj of the set of “sgn” vectors sgn…m;s;n: To this end, we
use the following result:

Lemma 3 ([9], Lemma 3). Let m; s; l; and q be any natural numbers such that l C q � m=2: Also let
�˛ˇ .�/; ˛ D 1; : : : ; m; ˇ D 1; : : : ; q be any fixed polynomials with real coefficients in the variables � 2 Rl ;
each of degree 2s: Consider m polynomials in the l C q variables b 2 Rq and � 2 Rl

�˛.b; �/ D

qX
ˇD1

bˇ�˛ˇ .�/; ˛ D 1; : : : ; m; (5)

and a polynomial manifold in Rm

…�m;s;l;q D
¸
.�1.b; �/; : : : ; �m.b; �//W .b; �/ 2 Rq �Rl

¹
:

Then the following estimate holds for the cardinality of the set sgn…�m;s;p;q :

ˇ̌
sgn…�m;s;l;q

ˇ̌
� .4s/l.l C q C 1/lC2

�
2em

l C q

�lCq
:

Lemma 4. There exist absolute constants c0; c1; and c2 such that

c0n � s
d�1
� 2c0n; c1s

d
� m � c2s

d ;

and the cardinality of the set sgn…m;s;n satisfies the inequality

jsgn…m;s;nj � 2cm;

where c � 1=4 is an absolute constant.

Proof. Consider a polynomial space Pds with orthonormal basis …s D fPi;j g.i;j /2Is
: Let P 2 PrsRn be an

arbitrary polynomial. Then

P.x/ D
X

.i;j /2Is

hr; Pij iPij .x/; (6)

where the function r.x/ D
Xn

kD1
rk.ak � x/ belongs to the manifold Rn: We show that, for any point � 2 Rd ;

the polynomial P.� C t / can be represented as a linear combination of polynomials in the variables a�1 ; : : : ; a
�
n;

and t: It follows from identity (4) that

P.x/ D

nX
kD1

X
.i;j /2Is

hi .a
�
k/ OrkjPij .x/: (7)
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Recall that the set Is consists of the couples .i; j / from the set I satisfying the inequality deg hi � j � s:
For any j; we introduce a set I js formed by all numbers i such that deg hi D j: Then the polynomial P.x/ can
be rewritten as

P.x/ D

nX
kD1

sX
jD1

Orkj
X
i2I

j
s

hi .a
�
k/Pij .x/: (8)

Since fPi;j g.i;j /2Is
is an orthonormal basis in the space Pds ; for any t; there exists a nondegenerate matrix

�.t/ D
¶


i 0j 0

ij .t/
·
.i;j /;.i 0;j 0/2Is

;

where .i; j / and .i 0; j 0/ are, respectively, the column and row subscripts of the matrix �.t/; such that

Pij .� C t / D

mX
.i 0;j 0/2Is



i 0j 0

ij .t/Pi 0j 0.�/: (9)

Note that all functions 
 i
0j 0

ij .t/ are polynomials from the space Pds : Hence, it follows from (8) and (9) that

P.� C t / D

nX
kD1

sX
jD1

Orkj
X
i2I

j
s

X
.i 0;j 0/2Is



i 0j 0

ij .t/hi .a
�
k/Pi 0j 0.�/: (10)

We enumerate the set
¶
.k; j /W 1 � k � n; 1 � j � s

·
in fˇ D 1; : : : ; qg; where q D ns and put bˇ D Orkj :

For any point �˛; ˛ D 1; : : : ; m; and subscript ˇ D 1; : : : ; ns we define a function on R.dC1/n as follows:

�˛ˇ .a
�
1 ; : : : ; a

�
n; t / D

X
i2I

j
s

X
.i 0;j 0/2Is



i 0j 0

ij .t/hi .a
�
k/Pi 0j 0.�˛/:

Thus, identity (10) can be rewritten as

P.� C t / D

qX
ˇD1

bˇ�˛ˇ .a
�
1 ; : : : ; a

�
n; t /; ˛ D 1; : : : ; m:

We introduce variables � D .a�1 ; : : : ; a
�
n; t / from the polynomial space P l2s with l D .d C 1/n: Thus, the

vector set …m;s;n belongs to the set …�
m;2s;l;q

with q D sn: This and Lemma 3 imply that

jsgn…m;2s;nj � .8s/l.l C q C 1/lC2
�
2em

l C q

�lCq
: (11)

Let c0 and c1 < c2 be positive numbers (they are chosen in what follows). Assume that the numbers m; s;
and l satisfy the conditions

c0n � s
d�1
� 2c0n; c1s

d
� m � c2s

d ; and l D .d C 1/n: (12)
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Substituting these conditions in inequality (11), we complete the proof of Lemma 4.
Lemma 4 directly yields the following corollary:

Corollary 1. The Vapnik–Chervonenkis dimension of the polynomial class PrsRn satisfies the estimate

dimVC PrsRn � l log2.4s/C .l C 2/ log2.l C q C 1/C .l C q/ log2

�
2em

l C q

�
:

4. Approximation of the Class Pd
s by Ridge Functions

Let

� D

�
�
1
p
d
;
1
p
d

�d
be a cube lying in the unit ball Bd : We define a function on Rd

!.x/ D

8̂<̂
:1; x 2

1

2
�;

0; x 2 Rd n�;

and continue this functions to the space Rd so that ! belongs to the class W r
1.R

d / and 0 � !.x/ � 1 for all
x 2 Rd : Let � and m be any natural numbers such that m1=d � � � 2m1=d : Consider a lattice subset from the
cube � formed by m points as follows:

„m D

º�
i1 C 1=2
p
d �

; : : : ;
id C 1=2
p
d �

�
W i1; : : : ; id D ��; : : : ; � � 1

»
:

Let �1; : : : ; �m be the points of the set „m: We introduce a set

Em D
¸
" D ."1; : : : ; "m/W "i D ˙1; i � 1; : : : ; m

·
of sign vectors in Rm: Consider a collection of functions

Fm D
¼
f".x/ WD .2�/

�r
mX
iD1

"i! .2�.x � �i //W " 2 E
m

½
:

Clearly, every function f" from Fm belongs to the Sobolev class W r
1: Denote by g" the polynomial of the best

approximation of the function f" in the L1-norm of the space Pds , i.e., such that

kf" � g"k1 D min
g2Pd

s

kf" � gk1:

It is known [22] that the error of the best approximation of any function f 2 W r
1 from the polynomial space

Pds in the L1-norm is bounded above as follows,

kf" � g"k1 � cs
�r :
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Hence, we arrive at the following result:

Proposition 1. Consider a set of polynomials

Gms D fg"W " 2 E
m
g:

Then the deviation of the set Fm from the space Gms satisfies the inequality

e.Fm; Gms /1 � cs�r :

Let Q be a set of functions from the space L.Bd /: By PrsQ D fPrsqW q 2 Qg we denote the projection of
the set Q onto the subspace Pds :

Lemma 5. Let 1 � q � 1 be an arbitrary number and let P 2 Pds be an arbitrary polynomial. Then

e.P;Rn/q � e.P;PrsRn/q:

Proof. We have

e.P;Rn/q D inf
ri2L2;loc.R/; ai2Rd






P.x/ �
nX
iD1

ri .ai � x/







q

: (13)

Further, we fix a set of vectors a D fa1; : : : ; ang and consider a linear subspace of functions

Un.a/ WD

¼
u D

nX
iD1

ui .ai � x/W ui 2 L2;loc.R/

½
:

Let Un.a/? D
¶
v 2 LqW hv; ui D 0 for all u 2 Un.a/

·
be the annihilator subspace in Lq for the subspace

Un.a/: We define a number q0 such that 1=q C 1=q0 D 1: In view of the duality in the space Lq; we get

inf
u2Un.a/

kP � ukq D sup
v2Un.a/?; kvkq0�1

hP; vi � sup
v2Un.a/?\Pd

s ; kvkq0�1

hP; vi:

Since

Un.a/
?
\ Pds D

¶
v 2 Pds W hv; Un.a/i D 0

·
D
¶
vW hv;Prs Un.a//i D 0

·
;

by using the duality in the space Pds once again, we obtain

e.P; Un.a//q � sup
v2PrsUn.a/?\Pd

s ; kvkq0�1

hP; vi D inf
h2PrsUn.a/

kP � hkq: (14)

It follows from (13) and (14) that

e.P;Rn/q D inf
a1;:::;an

e.P; Un.a//q � inf
a1;:::;an

inf
h2PrsUn.a/

kP � hkq D e.P;PrsRn/q:

Lemma 5 is proved.
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5. Proof of Theorem 1

Consider a space lm1 formed by vectors x 2 Rm and equipped with a norm kxklm1 D jx1j C : : :C jxmj: In
the space lm1 we consider a subset Em D

¶
"W "1; : : : ; "m D ˙1

·
: The following lemma is proved in [9]. For the

sake of completeness, we present its proof in what follows.

Lemma 6. Assume that all conditions of Lemma 4 are satisfied. Then there is a vector "� 2 Em such that

e."�;…m;s;n/lm1 WD inf
x2…m;s;n

k"� � xklm1 � am;

where a is an absolute strictly positive constant.

Proof. Let a < 1 be an absolute constant satisfying the equation

1 �
1

2
.1 � 2a/2 log2 e D

47

64

(i.e., a D 0:19 : : :). We set … D sgn…m;s;n: Let � be any vector from …: Consider a subset of Em

E� D

¼
" 2 EmW

mX
iD1

j"i � �i j � 2am

½
:

Since �i D ˙1; we have the following estimate for the cardinality of the set E� W

jE� j D

ˇ̌̌̌
ˇ
¼
" 2 EmW

mX
iD1

."i C 1/ � 2am

½ˇ̌̌̌
ˇ D

ˇ̌̌̌
ˇ̌
8<:"W X

i W"iD1

1 � am

9=;
ˇ̌̌̌
ˇ̌ D Œam�X

iD0

 
m

i

!
:

Further, by using the well-known estimate (see, e.g., [3], Chapter 8), we find

Œam�X
iD0

 
m

i

!
� 2me�2m.1=2�ˇ/

2

� 2bm;

where

ˇ D m�1Œam� and b D 1 �
1

2
.1 � 2a/2 log2 e D

47

64
:

Hence, jE� j � 247m=64: In Em; we now consider a subset E 0 D
T
�2….E

m n E�/ and estimate the cardinality
of E 0 as follows:

jE 0j D

ˇ̌̌̌
ˇEm n [

�2H

E�

ˇ̌̌̌
ˇ � 2m � j…jmax

�2…
jE� j � 2

m
� j…j2.47=64/m: (15)

By Lemma 4, we conclude that j…j � 2m=4: This and (15) imply that jE 0j � 2m� 2.63=64/m > 0: Therefore,
there exists a vector "� such that the following inequality holds for any vector � 2 … :
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k"� � �klm1 � 2am:

This yields the inequality

e."�;…m;s;n/lm1 �
1

2
e."�; sgn…m;s;n/lm1 � am:

Lemma 6 is proved.

Lemma 7. Assume the natural numbers m; s; and n satisfy the conditions of Lemma 4. Then there exists
f"� 2 Fm such that

e.f"� ;PrsRn/1 � c3n
�r=.d�1/;

where c3 is an absolute strictly positive constant.

Proof. Let f" and P be any functions from the sets Fm and PrsRn; respectively. We have

kf" � P k1 �

Z
�

jf".x/ � P.x/jdx D

Z
�=.2�/

mX
iD1

ˇ̌
f".�i C t / � P.�i C t /

ˇ̌
dt:

We now define a function N!.t/ D .2�/�r!.2� t/: Since f".�iCt / D N!.t/"i ; for every vector "; we conclude
that, for any t from the cube �=.2�/;

mX
iD1

ˇ̌
f".�i C t / � P.�i C t /

ˇ̌
� inf
P2PrsRn; �2Rd

mX
iD1

ˇ̌
N!.t/"i � P.�i C �/

ˇ̌

D inf
P2PrsRn; �2Rd

N!.t/

mX
iD1

ˇ̌
"i � P.�i C �/

ˇ̌
:

Thus, we get

kf" � P k1 �
1

m
inf

t2�=.2�/

ˇ̌
N!.t/

ˇ̌
inf

P2PrsRn; �2Rd

mX
iD1

ˇ̌
"i � P.�i C �/

ˇ̌
�

c3

.2�/rm
e.";…m;s;n; l

m
1 /:

Recall (see (12)) that the numbers m; s; and n satisfy the conditions c0n � sd�1 � 2c0n; c1sd � m � c2sd ;
and m1=d � � � 2m1=d : Applying Lemma 6, we conclude that there is a function f"� 2 Fm satisfying the
inequality

kf"� � P k1 �
c3a

.2�/r
� c4n

�r=.d�1/; c4 D
c3a

c
r=d
2 .2c0/r

;

for any polynomial P 2 PrsRn:
Lemma 7 is proved.

Lemma 8. The deviation of the set Fm from the class Rn satisfies the inequality

e.Fm; Rn/1 � c4n�r=.d�1/:
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Proof. Let f 2 Fm be an arbitrary function. According to Proposition 1, one can find a polynomial g 2 Gms
such that

kf � gk1 � cs
�r : (16)

By using Lemma 5 and (twice) inequality (16), we obtain

e.Fm; Rn/1 � e.Gms ; Rn; L1/ � cs�r

� e.Gms ;PrsRn/1 � cs
�r
� e.Fm;PrsRn/1 � 2cs

�r :

We choose c2 and c0 such that c4 > 2c: Then it follows from Lemma 7 that

e.Fm; Rn/1 � c4n�r=.d�1/ � 2cs�r � n�r=.d�1/:

Lemma 8 is proved.

We now prove Theorem 1. It is known that the collection of functions Fm belongs to the class W r
1: Therefore,

by using Hölder’s inequality for 1 � q � p � 1 and Lemma 8, we get

e.W r
p ; Rn/q � e.W

r
1; Rn/1 � e.Fm; Rn/1 � cn�r=.d�1/:

The upper bound

e.W r
p ; Rn/q � cn

�r=.d�1/

was established in [9].
The proof of Theorem 1 is completed.

6. Appendix

We now discuss some well-known results connected with the orthogonal polynomials used in the present work.

Gegenbauer Polynomials. The Gegenbauer polynomials are usually defined via the generating function:

.1 � 2tz C z2/�� D

1X
kD0

C�k .t/z
k;

where jzj < 1; jt j < 1; and � > 0: The coefficients C�
k
.t/ are algebraic polynomials of degree k: They are

called the Gegenbauer polynomials associated with �:
The Gegenbauer polynomials possess the following properties:

1. The family of polynomials fC�
k
g is a complete orthogonal system for a weighted space L2.I; w/; where

I D Œ�1; 1�; w.t/ WD w�.t/ WD .1 � t
2/��1=2; and

Z
I

C�m.t/C
�
n .t/w.t/dt D

8<:0; m ¤ n;

vn;�; m D n;
with vn;� WD

�1=2.2�/n�.�C 1=2/

.nC �/nŠ�.�/
: (A.1)
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Here, we use the ordinary notation: .a/0 WD 0 and .a/N WD a.aC 1/ : : : .aCN � 1/:

2. Let Pn be the set of all algebraic polynomials of total degree n in d real variables. We set un.t/ D
v
�1=2
n C

d=2
n .t/; where

vn D
�1=2.d/n� ..d C 1/=2/

.nC d=2/nŠ�.d=2/
:

The polynomials un.� � x/; � 2 Sd�1; are in Pn and the polynomials un.� � x/ are orthogonal to Pn�1
in L2.Bd / (see [18]):

Z
Bd

un.� � x/p.x/dx D 0 8� 2 Sd�1 and 8p 2 Pn�1: (A.2)

3. For any �; � 2 Sd�1 we have (see [18])

Z
Bd

un.� � x/un.� � x/dx D
un.� � �/

un.1/
: (A.3)

4. For any polynomial h.x/ 2 Pn such that h.x/ D .�1/nh.�x/ for all x 2 Rd ; we have (see [18])

Z
Sd�1

h.�/un.� � �/d� D
un.1/

�n
h.�/; where �n D

.nC 1/d�1

2.2�/d�1
: (A.4)

An Orthogonal System of Polynomials on the Sphere. We now present some facts (see [4, 25, 20]) from
the theory of harmonic analysis on the sphere. Let s be an arbitrary positive integer. Consider a space Hs formed
by homogeneous harmonic polynomials of degree s in d variables x1; : : : ; xd : Any polynomial from Hs is
decomposable in a linear combination of polynomials of the form

hsk.x/ D Ask

d�2Y
jDo

r
kj�kj�1C1

d�j
C

d�j�2
2
CkjC1

kj�kjC1

�
xd�j

rd�j

�
.x2 ˙ ix1/

kd�2 ; (A.5)

where r2
d�j
D x21 C : : :C x

2
d�j

: The vector k with integer coordinates belongs to the set

Ks D
¸
k D .k0; k1; : : : ; kd�3; "kd�2/W 0 � kd�2 � : : : � k1 � k0 D s; " D ˙1

¹
;

and Ask is the normalization factor. It is known that the dimension of the space Hs is given by the formulas

dimHs D jKsj D
 
s C d � 1

s

!
�

 
s C d � 3

s � 2

!
; (A.6)
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for s � 2; dimH0 D 1; and dimH1 D d: It is easy to see that the dimension of Hs is asymptotically given by

dimHs D
�
2C

2

.d � 2/Š
C c.s; d/

�
s.s C 1/ : : : .s C d � 3/ � sd�2; (A.7)

where 0 � c.s; d/ � 1 is a function depending only on s and d:
The family of functions fhskgk2Ks is an orthonormal system in the space L2.Sd�1/; i.e., the following

relation holds for any multiindices k; k0 2 Ks :

.hsk; hsk0/ D

Z
Sd�1

hsk.�/hsk0.�/d� D ıkk0 : (A.8)

Note that, for s ¤ s0; the spaces Hs and Hs0 are orthogonal with respect to the inner product (A.8). The
family of functions

S1
sD0fhskgk2Ks is a complete orthonormal system in the space L2.Sd�1/:

The set of polynomials of degree � n on the sphere fpWp 2 Png is contained in the space H0˚H1˚: : :˚Hn;
which is the direct sum of the orthogonal subspaces H0;H1; : : : ;Hn: This implies that the following equality holds
for any polynomial p 2 Pn and any function h 2 HnC1 ˚HnC2 ˚ : : : WZ

Sd�1

p.�/h.�/d� D 0:
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